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Abstract

We present our supervised sentiment classifi-
cation system which competed in SemEval-
2016 Task 4: Sentiment Analysis in Twitter.
Our system employs a Support Vector Ma-
chine (SVM) classifier trained using a num-
ber of features including n-grams, synset ex-
pansions, various sentiment scores, word clus-
ters, and term centroids. Using weighted
SVMs, to address the issue of class imbalance,
our system obtains positive class F-scores of
0.694 and 0.650, and negative class F-scores
of 0.391 and 0.493 over the training and test
sets, respectively.

1 Introduction

Social media has evolved into a data source that
is massive and growing rapidly. One of the most
popular micro-blogging social networks, for exam-
ple, is Twitter, which has over 645,750,000 users,
and grows by an estimated 135,000 users every day,
generating 9,100 tweets per second.1 Users tend to
use social networks to broadcast the latest events,
and also to share personal opinions and experiences.
Therefore, social media has become a focal point for
data science research, and social media data is be-
ing actively used to perform a range of tasks from
personalized advertising to public health monitor-
ing and surveillance (Sarker et al., 2015a). Because
of its importance and promise, social media data

1http://www.statisticbrain.com/
twitter-statistics/ Accessed on: 23rd Decem-
ber, 2015.

has been the subject of recent large-scale annota-
tion projects, and shared tasks have been designed
around social media for solving problems in com-
plex domains (e.g., Sarker et al. (2016a)) While
the benefits of using a resource such as Twitter in-
clude large volumes of data and direct access to end-
user sentiments, there are several obstacles associ-
ated with the use of social media data. These include
the use of non-standard terminologies, misspellings,
short and ambiguous posts, and data imbalance, to
name a few.

In this paper, we present a supervised learning
approach, using Support Vector Machines (SVMs)
for the task of automatic sentiment classification
of Twitter posts. Our system participated in the
SemEval-2016 task Sentiment Analysis in Twitter,
and is an extension of our system for SemEval2015
(Sarker et al., 2015b). The goal of the task was to au-
tomatically classify the polarity of a Twitter post into
one of three predefined categories— positive, nega-
tive and neutral. In our approach, we apply a small
set of carefully extracted lexical, semantic, and dis-
tributional features. The features are used to train
a SVM learner, and the issue of data imbalance is
addressed by using distinct weights for each of the
three classes. The results of our system are promis-
ing, with positive class F-scores of 0.694 and 0.650,
and negative class F-scores of 0.391 and 0.493 over
the training and test sets, respectively.

2 Related Work

Following the pioneering work on sentiment analy-
sis by Pang et. al. (2002), similar research has been
carried out under various umbrella terms such as: se-
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mantic orientation (Turney, 2002), opinion mining
(Pang and Lee, 2008), polarity classification (Sarker
et al., 2013), and many more. Pang et al. (2002) uti-
lized machine learning models to predict sentiments
in text, and their approach showed that SVM clas-
sifiers trained using bag-of-words features produced
promising results. Similar approaches have been ap-
plied to texts of various granularities— documents,
sentences, and phrases.

Due to the availability of vast amounts of data,
there has been growing interest in utilizing social
media mining for obtaining information directly
from users (Liu and Zhang, 2012). However, so-
cial media sources, such as Twitter posts, present
various natural language processing (NLP) and ma-
chine learning challenges. The NLP challenges arise
from factors, such as, the use of informal language,
frequent misspellings, creative phrases and words,
abbreviations, short text lengths and others. From
the perspective of machine learning, some of the
key challenges include data imbalance, noise, and
feature sparseness. In recent research, these chal-
lenges have received significant attention (Jansen et
al., 2009; Barbosa and Feng, 2010; Davidov et al.,
2010; Kouloumpis et al., 2011; Sarker and Gonza-
lez, 2014; Sarker et al., 2016b).

3 Methods

3.1 Data

Our training and test data consists of the data made
available for SemEval 2016 task 4, and additional
eligible training data from past Semeval sentiment
analysis tasks. Each instance of the data set made
available consisted of a tweet ID, a user ID, and a
sentiment category for the tweet. For training, we
downloaded all the annotated tweets that were pub-
licly available at the time of development of the sys-
tem. We obtained all the training and devtest set
tweets, and also the training sets from past SemEval
tasks. In total, we used over 19,000 unique tweets
for training. The data is heavily imbalanced with
particularly small number of negative instances.

3.2 Features

We derive a set of lexical, semantic, and distribu-
tional features from the training data. Brief descrip-
tions are provided below. Some of these features

were used in our 2015 submission to the SemEval
sentiment analysis task (Sarker et al., 2015b). In
short: we have removed uninformative features such
as syntactic parses of tweets, and have added fea-
tures learned using distributional semantics-oriented
techniques.

3.2.1 Preprocessing
We perform standard preprocessing such as tok-

enization, lowercasing and stemming of all the terms
using the Porter stemmer2 (Porter, 1980). Our pre-
liminary investigations suggested that stop words
can play a positive effect on classifier performances
by their presence in word 2-grams and 3-grams; so,
we do not remove stop words from the texts.

3.2.2 N-grams
Our first feature set consists of word n-grams. A

word n-gram is a sequence of contiguous n words in
a text segment, and this feature enables us to repre-
sent a document using the union of its terms. We use
1-, 2-, and 3-grams as features.

3.2.3 Synset
It has been shown in past research that certain

terms, because of their prior polarities, play impor-
tant roles in determining the polarities of sentences
(Sarker et al., 2013). Certain adjectives, and some-
times nouns and verbs, or their synonyms, are almost
invariably associated with positive or non-positive
polarities. For each adjective, noun or verb in a
tweet, we use WordNet3 to identify the synonyms of
that term and add the synonymous terms as features.

3.2.4 Sentiment Scores
We assign three sets of scores to sentences based

on three different measures of sentiment. For the
first set of scores, we used the positive and nega-
tive terms list from Hu and Bing (2004). For each
tweet, the numbers of positive and negative terms
are counted and divided by the total number of to-
kens in the tweet to generate two scores.

For the second sentiment feature, we incorporate
a score that attempts to represent the general senti-
ment of a tweet using the prior polarities of its terms.

2We use the implementation provided by the NLTK toolkit
http://www.nltk.org/.

3http://wordnet.princeton.edu/. Accessed on
December 13, 2015.
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Each word-POS pair in a comment is assigned a
score and the overall score assigned to the comment
is equal to the sum of all the individual term-POS
sentiment scores divided by the length of the sen-
tence in words. For term-POS pairs with multiple
senses, the score for the most common sense is cho-
sen. To obtain a score for each term, we use the
lexicon proposed by Guerini et al. (2013) . The lex-
icon contains approximately 155,000 English words
associated with a sentiment score between -1 and 1.
The overall score a sentence receives is therefore a
floating point number with the range [-1:1].

For the last set of scores in this set, we used
the Multi-Perspective Question Answering (MPQA)
subjectivity lexicon (Wiebe et al., 2005). In
the lexicon, tokens are assigned a polarity (pos-
itive/negative), and a strength for the subjectivity
(weak/strong). We assign a score of -1 to a token
for having negative subjectivity, and +1 for having
positive subjectivity. Tokens having weak subjectiv-
ity are multiplied with 0.5, and the total subjectivity
score of the tweet is divided by the number of tokens
to generate the final score.

3.2.5 Word Cluster Features
Our past research shows that incorporating word

cluster features improve classification accuracy
(Nikfarjam et al., 2014). These clusters are gen-
erated from vector representations of words, which
are learned from large, unlabeled data sets. For
our word clusters, the vector representations were
learned from over 56 million tweets, using a Hid-
den Markov Model-based algorithm that partitions
words into a base set of 1000 clusters, and induces
a hierarchy among those 1000 clusters (Owoputi et
al., 2012). To generate features from these clus-
ters, for each tweet, we identify the cluster number
of each token, and use all the cluster numbers in a
bag-of-words manner. Thus, every tweet is repre-
sented with a set of cluster numbers, with seman-
tically similar tokens having the same cluster num-
ber. More information about generating the embed-
dings can be found in the related papers (Bengio et
al., 2003; Turian et al., 2010; Mikolov et al., 2013).

3.2.6 Centroid Features
We collected a large set of automatically ‘anno-

tated’ sentiment corpus (Go et al., 2009). Using the

negative and positive polarity tweets separately, we
generated two distributional semantics models using
the Word2Vec tool.4 We then applied K-means clus-
tering to the two distributional models to generate
100 clusters each. Finally, we compute the centroid
vectors for each of the clusters in the two sets.

Two feature vectors are generated from each tweet
based on these centroid vectors. For each tweet, the
centroid of the tweet is computed by averaging the
individual word vectors in the tweet. The cosine
similarities of the tweet centroid are then computed
with each of the two sets of 100 centroid vectors.
The vectors of similarities are then used as features.
Our intuition is that these vectors will indicate sim-
ilarities of tweets with posts of negative or positive
sentiments.

3.2.7 Structural Features
We use a set of features which represent simple

structural properties of the tweets. These include:
length, number of sentences, and average sentence
length.

3.3 Classification

Using the abovementioned features, we trained
SVM classifiers for the classification task. The per-
formance of SVMs can vary significantly based on
the kernel and specific parameter values. For our
work, based on past research on this type of data,
we used the RBF kernel. We computed optimal val-
ues for the cost and γ parameters via grid-search
and 10-fold cross validation over the training set.
To address the problem of data imbalance, we uti-
lized the weighted SVM feature of the LibSVM li-
brary (Chang and Lin, 2011), and we attempted to
find optimal values for the weights in the same way
using 10-fold cross validation over the training set.
We found that cost = 64.0, γ = 0.0, ω1 = 1.2,
and ω2 = 2.6 to produce the best results, where ω1

and ω2 are the weights for the positive and negative
classes, respectively.

4 Results

Table 1 presents the performance of our system on
the training and test data sets. The table presents the

4https://code.google.com/archive/p/
word2vec/. Accessed Feb-22-2016.
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positive and negative class F-scores for the system,
and the average of the two scores— the metric that is
used for ranking systems in the SemEval evaluations
for this task. The training set results are obtained
via training on the training set and evaluating on the
devtest set. The test results are the final SemEval
results.

Data set Positive F-
score (P)

Negative F-
score (N)

P + N
2

Training 0.694 0.391 0.542
Test 0.650 0.493 0.571

Table 1: Classification results for the DIEGOLab16 sys-
tem over the training and test sets.

4.1 Feature Analysis

To assess the contribution of each feature towards
the final score, we performed leave-one-out feature
and single feature experiments. Tables 2 and 3 show
the P+N

2 values for the training and the test sets
for the two set of experiments. The first row of
the tables present the results when all the features
are used, and the following rows show the results
when a specific feature is removed or when a sin-
gle feature is used. The tables suggest that almost
all the features play important roles in classification.
As shown in Table 3, n-grams, word clusters, and
centroids give the highest classification scores when
employed individually. Table 2 illustrates similar
information, by showing which features cause the
largest drops in performance when removed. For
all the other feature sets, the drops in the evalua-
tion scores shown in Table 3 are very low, meaning
that their contribution to the final evaluation score
is quite limited. The experiments suggest that the
classifier settings (i.e., the parameter values and the
class weights) play a more important role in our fi-
nal approach, as greater deviations from the scores
presented can be achieved by fine tuning the param-
eter values than by adding, removing, or modifying
the feature sets. Further experimentation is required
to identify useful features and to configure existing
features to be more effective.

Feature removed P + N
2

None 0.542
N-grams 0.540
Synsets 0.553
Sentiment Scores 0.540
Word Clusters 0.515
Centroids 0.527
Other 0.541

Table 2: Leave-one-out P+N
2 feature scores for the train-

ing and test sets.

Feature P + N
2

All 0.542
N-grams 0.515
Synsets 0.494
Sentiment Scores 0.472
Word Clusters 0.531
Centroids 0.535
Other 0.254

Table 3: Single feature P+N
2 scores for the training and

test sets.

5 Conclusions and Future Work

Our system achieved moderate performance on the
SemEval sentiment analysis task utilizing very basic
settings. The F-scores were particularly low for the
negative class, which can be attributed to the class
imbalance. Considering that the performance of our
system was achieved by very basic settings, there is
promise of better performance via the utilization of
feature generation and engineering techniques.

We have several planned future tasks to improve
the classification performance on this data set, and
for social media based sentiment analysis in gen-
eral. Following on from our past work on social me-
dia data (Sarker and Gonzalez, 2014; Sarker et al.,
2016b), our primary goal to improve performance in
the future is to employ preprocessing techniques that
can normalize the texts and better prepare them for
the feature generation stage. We will also attempt
to optimize our distributional semantics models fur-
ther.
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